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1 DATA PRE-PROCESSING ANDVISUAL-

ISATION

1.1 USER-RATING

1. Consider the ’ratings.csv’ file. The minimum rating any user has given
in 0.5 and the maximum being 5.

2. Let’s convert it into a pivot table and replace the Nan with 0. So any
movie with rating 0 to a specified user is not watched.

3. Not all the users and the movies are trustworthy. What I mean by that
is say there is a movie that is only watched and rated by 2 or 5 users
it is not so popular meaning it won’t interest the remaining mass.

4. Similar thing can be said for the sake of users where a user only rated
10 movies he might not be such a trust worth critique whose opinion
matters or is valuable.

5. Hence we will consider only those movies which have been rated by
atleast 10 users and users who have atleast rated 50 movies.

2



Figure 1: final user-rating data

1.2 Features Of a Movie

1. Consider the data mentioned in mid-report. There are multiple features
of a movies like genre, Year, Director and stars.

2. But there are multiple entries in each feature for a movie. So what
we have decided to do was make multiple instances of the same movie
consider all different possible features.

3. Later when we consider recommending we will take average of all those
instances and result accordingly.

4. Here we have considered only those years in which atleast 10 movies
have released, directors who have atleast directed 5 movies, stars who
have atleast acted in 5 movies.
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Figure 2: featurised movie data

� Here the movieId is not a feature but will be useful later in fetching
related data.

� The remaining features will be undergoing categorical encoding for
faster processing.

� The target for these will the rating the user has given. So our goal is
to predict the rating that a user will be giving based on the ratings he
has given to movies he has watched and then recommend him the top
predicted rating movies.

� Unlike in item based collaborative system here we will be needing to
mention the USER ID of the user as input.

� As there are rating ranging from 0.5 - 5 with separation of 0.5 there
are too many classes. Hence when ever we will be using a classifier we
will first apply ciel to rating. If its a regression then there is nothing
to worry about.
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2 TRAIN-TEST DATA SPLITTING

� Based on the userId we will be getting the movies which the user has
watched and those which are yet to be.

� For the training data we will just be adding the ratings as target and
leave the testing data to be no target in the form of dataframes later
converted to numpy arrays.

Figure 3: training data for userId = 6

Figure 4: testing data for userId = 6
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3 TRAININGMODEL ANDRECOMMEND-

ING

3.1 KNN

1. First we will calculate user similarity based on movie ratings. Meaning
consider the movies to be dimensions and the ratings to be the values
on those axes.

2. Here we will be using cosine similarity. Then we can consider top 20
similar user (neighbors).

3. Then average the ratings given by neighbors on testing data.

4. Finally recommend the top 5 movies.

Figure 5: user similarities
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3.2 NAIVE BAYES

1. Instantiate a GaussianNB classifier and fit the model.

2. Store predictions, probabilities related to each class.

3. Gather the instances of the same movie and average out the probabil-
ities of each class and finally classify the movie.

4. It is possible that user has no interest in giving 5 to any movie then in
that case you have to consider top 4 rated.

5. Instead of ratings here we recommend based on probabilities.

Figure 6: probability arrays

� The predicted rating here need to accurately be the predicted class as
we are not considering the weights of other classes.

� So rating will be the weighted average over all classes.
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3.3 SVM

1. Instantiate a SVC classifier and fit the model with probability=True.

2. Store predictions, probabilities related to each class.

3. Gather the instances of the same movie and average out the probabil-
ities of each class and finally classify the movie.

4. It is possible that user has no interest in giving 5 to any movie then in
that case you have to consider top 4 rated.

5. Instead of ratings here we recommend based on probabilities.

Figure 7: probability arrays

� The predicted rating here need to accurately be the predicted class as
we are not considering the weights of other classes.

� So rating will be the weighted average over all classes.
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3.4 Random Forest

1. Instantiate a RandomForestClassifier and fit.

2. We will be doing hyperparameter tuning using GridSearchCV.

3. Parameters being :

� ’max depth’: [2,3,5,10,20]

� ’min samples leaf’: [5,10,20,50,100,200]

� ’n estimators’: [10,25,30,50,100,200]

4. For userId = 6 the grid search.best score = 0.45317170777556526,
max depth = 20, min samples leaf = 5, n estimators = 10.

5. predict the classes of test data and get any 5 top rated movies.
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3.5 LINEAR REGRESSION

1. Instantiate a LinearRegression and fit.

2. Here we just need to take average of same movie instances and recom-
mend top 5.

3. It is possible that a prediction may go more than 5. It just means it
has very high rating prediction.

Figure 8: top 5 regressions for userId = 6
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3.6 BAG OF WORDS

1. This is the only item based system which requires movie name rather
than userId.

2. We will be using the data mentioned in mid-report.

3. First we will get rid of all the movies which have no genre, no director,
no keyword or proper year.

4. Then combine all the columns into a single content column.

5. One interesting thing we have done here is using stemming and lemma-
tization methods to make similarity checking even more meaningful
and easier.

6. Stemming is a process that stems or removes last few characters from
a word, often leading to incorrect meanings and spelling.

7. Lemmatization considers the context and converts the word to its
meaningful base form, which is called Lemma.

8. percentage difference : 0.609115731989078 between stemming and lemma-
tization methods

9. Considering the top 5000 words in all the contents of movies we will
using the text vectorisation and convert each movie into a vector.

10. Later we will use cosine similarity to get 5 most closest to a movie of
our choice.

11. The more close a movie is its expected similarity / rating is high as
well.
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4 ANALYSIS

4.1 BAG OF WORDS

1. Consider we try content based filtering for toy story, we get movies
similar to that. What I mean is say its next sequel or other pixel
animated movies like ninja turtles etc.

2. The recommendation score here show how close the movie is to the
original movie in terms of angle between those two movies as vectors
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4.2 KNN

1. Now for the item based filtering we use it for userId = 1 we get,

2. The pred rating here is the average rating given by the neighbors of
userId 1

3. Here we can see that the directors James Cameron, John McTiernan
with action genre are recommended

4. The year doesn’t play much of a role as all of them are released in
different times
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4.3 NAIVE BAYES

1. Here as it was classification the pred rating had probability of being
any class so it was best to take weighted average

2. We see directors like Charles Chaplin, genre of comedy and drama are
more preferred

3. From the context of year we see the user prefers rather old movies

14



4.4 SVM AND RANDOM FOREST

1. A very interesting thing we have found here was that the models SVM
and Random Forest actually give same recommendations.

2. Here we see director Vincente Minnelli, genre of comedy and romance
are preferred

3. Not much importance is given to Year or Stars
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4.5 Linear Regression

1. Here pred rating can be more than 5 as seen for the first movie

2. There is an intersection between this model and the SVM one

3. We see genre of drama and romance are preferred

4. Interestingly there is no similarity in directors, stars and Year meaning
it is heavily weighted on genre for userId 1
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5 PROJECT PAGE

The Project Page basically consists of all the details of the Movie Recom-
mendation System that we have made.

The Languages used in the construction are: HTML, CSS, Javascript

It mainly consists of the following parts:

1. We have mentioned our Problem Statement which is basically to imple-
ment a Movie Recommendation System using various Machine Learn-
ing Models.

2. Next up, we have mentioned an abstract of the Project which gives us
the basic idea.

3. Then, we have made a section which shows what was our thought
process before the actual implementation process.

4. Next up, we gave a few plots in order to give the details of the Data
that we were working with.

5. We have then given the details of the various models that we used, it
also contains links to go to the webpage containing the detailed de-
scription of the various models and their usage in our system.

6. We have also included a image slder which shows various results that
we got on implementing our main website.

7. A video for explaning the entire thing is also present.

8. We have also mentioned the various sources we used in making this
Project.

9. Finally, we have the Team Details and the links for the reports.
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6 TEAMMEMBERS AND CONTRIBUTIONS

1. AMBATI RAHUL REDDY - B22CS088 : Web scraping, pre-
processing data, Models(SVM, Naive Bayes and Random forest) and
final report

2. VAIBHAV GUPTA - B22CS058 : Project page, Models(KNN,
Bag of Words and Linear Regression)

3. CHERUVU MOHAMMAD FAZIL - B22AI046 : Website, Re-
port generation in website, mid report and colab work

4. BISAMALLA ABHINAY - B22AI012 : Github repo Handling,
mid report and video creation

5. SAHIL BHARDWAJ - B22EE072 : Website, Report generation
in website and midreport
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