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DATA PRE-PROCESSING AND VISUAL-

ISATION
USER-RATING

. Consider the 'ratings.csv’ file. The minimum rating any user has given

in 0.5 and the maximum being 5.

Let’s convert it into a pivot table and replace the Nan with 0. So any
movie with rating 0 to a specified user is not watched.

Not all the users and the movies are trustworthy. What [ mean by that
is say there is a movie that is only watched and rated by 2 or 5 users
it is not so popular meaning it won'’t interest the remaining mass.

. Similar thing can be said for the sake of users where a user only rated

10 movies he might not be such a trust worth critique whose opinion
matters or is valuable.

Hence we will consider only those movies which have been rated by
atleast 10 users and users who have atleast rated 50 movies.
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userld 1 4 ] 7 18 11 15 16 17 18 ... 608 601 602 603 604 605 606 687 6GOE 610

movield
1 40 00 00 45 00 00 25 00 45 35 ... 25 40 00 40 30 40 25 40 25
2 00 00 40 00 00 00 00 00 00 30 40 00 40 00 30 35 00 00 20
3 40 00 50 00 00 0O 00 00 00 00O 0o 00 00 00 00 00 00 00 20
5 00 00 50 00 00 00O 00 00 00 0O 25 00 00 00 30 00 00 00 00
6 40 00 40 00 00 50 00 00 00 40 00 00 30 40 30 00 00 00 00
174085 00 00 00 00 0O 0O OO 0O OO OO .. 00 40 00 00 00 00 00 00 00
176371 00 00 00 00 0O 0O 0O 0O QO OO .. 00 40 00 00 00 00 00 00 00
177765 00 00 00 00 0O 0O OO 0O OO OO .. 00 45 00 00 00 00 00 00 00
179819 00 00 00 00 0O 0O 0O OO QO OO .. 00 00 00 00 00O 00 00 00 00
187593 00 00 00 00 0O 0O OO OO QO OO .. 00 00 OO OO0 00 00 00 00 00

Figure 1: final user-rating data

1.2 Features Of a Movie

1. Consider the data mentioned in mid-report. There are multiple features
of a movies like genre, Year, Director and stars.

2. But there are multiple entries in each feature for a movie. So what
we have decided to do was make multiple instances of the same movie
consider all different possible features.

3. Later when we consider recommending we will take average of all those
instances and result accordingly.

4. Here we have considered only those years in which atleast 10 movies
have released, directors who have atleast directed 5 movies, stars who
have atleast acted in 5 movies.
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movield genres Year Director Stars

0 1 adventure 1995 johnlasseter tomhanks
1 1 adventure 1995 johnlasseter timallen
2 1 adventure 1995 johnlasseter donrickles
3 1 adventure 1995 johnlasseter jimarney
4 1 animation 1995 johnlasseter tomhanks

96868 187593 comedy 2018 davidleitch  juliandennison

96869 187593 sci-fi 2018 davidleitch ryanreynaolds
98870 187593 sci-fi 2018  davidleitch joshbrolin
96871 187593 gci-fi 2018 davidleitch  morenabaccarin
96872 187593 sciHfi 2018 davidleitch  juliandennison

Figure 2: featurised movie data

Here the movield is not a feature but will be useful later in fetching
related data.

The remaining features will be undergoing categorical encoding for
faster processing.

The target for these will the rating the user has given. So our goal is
to predict the rating that a user will be giving based on the ratings he
has given to movies he has watched and then recommend him the top
predicted rating movies.

Unlike in item based collaborative system here we will be needing to
mention the USER_ID of the user as input.

As there are rating ranging from 0.5 - 5 with separation of 0.5 there
are too many classes. Hence when ever we will be using a classifier we
will first apply ciel to rating. If its a regression then there is nothing
to worry about.



2 TRAIN-TEST DATA SPLITTING

e Based on the userld we will be getting the movies which the user has
watched and those which are yet to be.

e For the training data we will just be adding the ratings as target and
leave the testing data to be no target in the form of dataframes later
converted to numpy arrays.

genres Year Director Stars target

16 &9 020 129 3.0
1 o9 852 1643 3.0
14 61 21 37 40
16 60 387 026 5.0
3 61 860 373 4.0

Figure 3: training data for userld = 6

movieId genres Year Director Stars

1921 16 64 176 2870
2640 0 44 756 2492
1288 4 a0 798 2180
118696 8 a0 715 2503
1214 10 45 760 3713

Figure 4: testing data for userld = 6



3 TRAINING MODEL AND RECOMMEND-
ING

3.1 KNN

1. First we will calculate user similarity based on movie ratings. Meaning
consider the movies to be dimensions and the ratings to be the values
on those axes.

2. Here we will be using cosine similarity. Then we can consider top 20
similar user (neighbors).

3. Then average the ratings given by neighbors on testing data.

4. Finally recommend the top 5 movies.

userId 1 4 & 7 1a 11 15 16 17 18
userLd
1 1.000000 0222592 0154845 0172873 0020610 07143281 0171103 0181110 0277343 0247073

4 0222592 1.000000 0.104152 07130424 0039595 0061612 0.079262 0.182762 0158323 0.147400
] 0.154845 0104152 1.000000 0090671 0027330 0261448 0.078993 0.057677 0.104441 0.145904
7 0172873 0130424 0090671 1.000000 0.156559 0208292 0.242816 0.167318 0.255873 0.310400
10 0.020670 0.039595 0.027330 0156559 1.000000 0032733 0127905 0.116169 0.084233 0.146908

605 0.173354 0103924 0138146 0258716 0.130196 0125683 0.153531 0.095777 0.199894 0.203548
606  0.227410 0267954 0147205 0274294 0131048 0100483 0.238728 0.255188 0304728 0.354333
607 0.294444 0151207 0191082 0203130 0.012793 0292494 0.183870 0.115673 0.243977 0.220684
608  0.320707 0171938 0214309 0352245 0.095104 0179816 0.256767 0.196047 0238493 0.380322
610 0.196737 0146852 0078277 0257108 0.181875 0111424 0.319280 0.257147 0297043 0.498099

Figure 5: user similarities



3.2 NAIVE BAYES

1. Instantiate a GaussianNB classifier and fit the model.
2. Store predictions, probabilities related to each class.

3. Gather the instances of the same movie and average out the probabil-
ities of each class and finally classify the movie.

4. It is possible that user has no interest in giving 5 to any movie then in
that case you have to consider top 4 rated.

5. Instead of ratings here we recommend based on probabilities.

array([[6.39936841e-002, 2.51177186e-801, 1.15958269e-801,
7.850524822-902, 4.98365612e-901],
[65.47377307e-882, 2.50374124e-081, 1.15951309e-001,
7.86218260e-002, 4.98315011e-901],
[1.209538881e-881, 2.71519534e-981, 1.89452854e-981,
1.061590462-001, 3.83338485e-901],
nwey
[0.00000000e+009, 5.84251123e-112, 5.83372805e-001,
4.96627195e-001, 1.66193867e-011],
[0.0000P002:+200, 5.99874794e-112, 5.29338587e-001,
4,78669413e-081, 1.84453732e-911],
[0.P000PABAE+ARE, 5.84125293e-112, 5.8476953%e-001,
4,9523@461e-901, 1.67084832e-911]])

Figure 6: probability arrays

e The predicted rating here need to accurately be the predicted class as
we are not considering the weights of other classes.

e So rating will be the weighted average over all classes.



3.3 SVM

1. Instantiate a SVC classifier and fit the model with probability=True.
2. Store predictions, probabilities related to each class.

3. Gather the instances of the same movie and average out the probabil-
ities of each class and finally classify the movie.

4. It is possible that user has no interest in giving 5 to any movie then in
that case you have to consider top 4 rated.

5. Instead of ratings here we recommend based on probabilities.

array([[0.01588483, 9.94872667, ©.35499562, @.27764465, 9.30282822],
[9.8157861 , 9.84704475, 9.34993654, ©.27320137, 0.38988123],
[8.811533 , 9.848145 , 9.34398223, ©.38625831, 0.20506145],

[

e
[9.82131059, 9.84999425,
[9.82877056, ©.84456411,
[9.82101867, 9.84889781, ©.38921974,

.38800476, ©.32788792, 9.21280243],
36477521, ©.32523984, 9.23665028],
©.32711248, ©.2128689 ]1])

=]

Figure 7: probability arrays

e The predicted rating here need to accurately be the predicted class as
we are not considering the weights of other classes.

e So rating will be the weighted average over all classes.



3.4 Random Forest

1. Instantiate a RandomForestClassifier and fit.

2. We will be doing hyperparameter tuning using GridSearchCV.

GridsearchCV

» estimator: RandomForestClassifier

é- RandGanrestElassiFieré

3. Parameters being :
e 'max_depth’: [2,3,5,10,20]
e 'min_samples_leaf’: [5,10,20,50,100,200]
e 'n_estimators’: [10,25,30,50,100,200]

4. For userld = 6 the grid_search.best_score. = 0.45317170777556526,
max_depth = 20, min_samples_leaf = 5, n_estimators = 10.

v RandomForestClassifier

RandomForestClassifier(max_depth=28, min_samples_leaf=5%, n_estimators=18,
n_jobs=-1, random_state=42)

5. predict the classes of test data and get any 5 top rated movies.



3.5 LINEAR REGRESSION

1. Instantiate a LinearRegression and fit.

2. Here we just need to take average of same movie instances and recom-
mend top 5.

3. It is possible that a prediction may go more than 5. It just means it
has very high rating prediction.

[(86882, 3.934878513542454),
(142488, 3.931624313823602),
(109374, 3.922640855860871),
(88485, 3.921@04906048568),
(122994, 3.918952784685416)]

Figure 8: top 5 regressions for userld = 6
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3.6

10.

11.

BAG OF WORDS

This is the only item based system which requires movie name rather
than userld.

We will be using the data mentioned in mid-report.

First we will get rid of all the movies which have no genre, no director,
no keyword or proper year.

Then combine all the columns into a single content column.

One interesting thing we have done here is using stemming and lemma-
tization methods to make similarity checking even more meaningful
and easier.

Stemming is a process that stems or removes last few characters from
a word, often leading to incorrect meanings and spelling.

Lemmatization considers the context and converts the word to its
meaningful base form, which is called Lemma.

. percentage difference : 0.609115731989078 between stemming and lemma-

tization methods

Considering the top 5000 words in all the contents of movies we will
using the text vectorisation and convert each movie into a vector.

Later we will use cosine similarity to get 5 most closest to a movie of
our choice.

The more close a movie is its expected similarity / rating is high as
well.

11



4 ANALYSIS
4.1 BAG OF WORDS

1. Consider we try content based filtering for toy story, we get movies
similar to that. What I mean is say its next sequel or other pixel
animated movies like ninja turtles etc.

THE
12 TASKS OF

MOVIE recommendation_score

1 Toy Story 2 0.442326
2 Toy Story 3 0.408248
3 Small Soldiers 0.368932
4 Twelve Tasks of Asterix, The (Les douze travau... 0.365148
5 TMNT (Teenage Mutant Ninja Turtles) 0.360041

2. The recommendation_score here show how close the movie is to the
original movie in terms of angle between those two movies as vectors

12



4.2 KNN

1. Now for the item based filtering we use it for userld = 1 we get,

THE SIXTH 5(3
=
L4

ct an user ID from the dropdow

TERMINATOR 2
JUDGMENT DAY

Terminator 2: Judgment Day Sixth Sense, The Hunt for Red October, The Die Hard

movieId genres Title Year imdbId tmdbId Directer Stars pred_rating
1 589 [Aaction, 'Sci-FIT  Terminator 2- Judgment Day 1991 103064 2800 [James Cameron] [Arnold Schwarzenegger', ‘Linda Hamiltor', 'E 4375
2 1036 [Action’, 'Crime, Thriller] DieHard 1988 095016 562.0 [John McTieman] [Bruce Willis, ‘Bonnie Bedelig, "Reginald V... 4275
3 1200 [Action, Adventure','Horror, 'Sci-Fi] Aliens 1986 90605 679.0 [James Cameron] [Sigourney Weaver, ‘Carrie Hennl, ‘Michael B... 3950
4 1610 [action’, ‘Adventure’, Thriller] Hunt for Red October, The 1990 99810 1669.0 [John McTieman]  [Sean Connery’, ‘Alec Baldwin, 'Scott Glenn'... 3.825
5 2762 ['Drama, Harror, "Mystery] Sixth Sense, The 1999 167404 7450 [M Night Shyamalan]  [Bruce Willis, 'Haley Jogl Osment’, Toni Co. 3775

2. The pred_rating here is the average rating given by the neighbors of
userld 1

3. Here we can see that the directors James Cameron, John McTiernan
with action genre are recommended

4. The year doesn’t play much of a role as all of them are released in
different times

13



4.3 NAIVE BAYES

Type or select an user 10 from the dropdown

1

One Night

movield genres Title Year imdbId tmdbId Director Stars
1 905 [Comedy, ‘Romance] It Happened One Night 1934 25316  3078.0 [Frank Capra] [Clark Gable', 'Claudette Colbert, "Walter C...
2 965 ['Drama’, "Mystery’, Thriller] 39 Steps, The 1935 26029  260.0 [Alfred Hitchcock] [Robert Donat', 'Madeleine Carroll’, 'Lucie M...
3 1260  [Crime', 'Film-Noir, Thriller] M 1931 22100 832.0 [Fritz Lang] [Peter Lorre, "Ellen Widmann', 'Inge Landgut...
4 3307 [Comedy’, Drama, ‘Romance] City Lights 1931 21749  901.0 [Charles Chaplin] [Wirginia Cherrill, 'Florence Lee', "Harry M...
5 3462 [Comedy’, 'Drama, ‘Romance] Modern Times 1936 27977 3082.0 [Charles Chaplin] [Charles Chaplin, ‘Paulette Goddard’, 'Henry...

1. Here as it was classification the pred_rating had probability of being
any class so it was best to take weighted average

2. We see directors like Charles Chaplin, genre of comedy and drama are
more preferred

3. From the context of year we see the user prefers rather old movies

14



4.4 SVM AND RANDOM FOREST

Type or select an user ID from the dropdown

1

It Happened One Night Bicycle Thieves (a.k.a. The Bic American in Paris, A

movield genres Title Year imdbId tmdbId Director Stars
1 900 ['Musical,'Romance] American in Paris, An 1951 43278  2769.0 [Vincente Minnelli] ['Gene Kelly, 'Leslie Carom, 'Oscar Levant...
2 05 [Comedy’, 'Romance] It Happenad One Night 1934 25316  3078.0 ['Frank Capra] [Clark Gable, ‘Claudette Colbert, Walter C...
3 934 ['Comedy] Father of the Bride 1950 42451 207580 [Vincente Minnelli] ['Spencer Tracy', "Joan Bennett, ‘Elizabeth T...
4 1287 [Action, ‘Adventure','Drama] Ben-Hur 1959 52618 665.0 ['William Wyler] [Chariton Heston', "Jack Hawkins' 'Haya Hara...
5 3089 [Drama] Bicycle Thieves (a.k.a. The Bicycle Thief) (a.... 1948 40522 51560  [Vittorio De Sica] [Lamberto Maggiorani, 'Enzo Staiola, 'Liane...

1. A very interesting thing we have found here was that the models SVM
and Random Forest actually give same recommendations.

2. Here we see director Vincente Minnelli, genre of comedy and romance
are preferred

3. Not much importance is given to Year or Stars

15



4.5 Linear Regression

1

5

ct an user ID from the dropdown

Show Recommendation

Falecon, The (a.k.a. Da

cle Thieves (a.k.a.

movield genres Title

594 [Animation, ‘Childrer,'Drama’, 'Fantasy, ... Snow White and the Seven Dwarfs

920 [Drama'’, "Romance’, 'War] Gone with the Wind

934 ['Comedy] Father of the Bride
3089 [Drama]  Bicycle Thieves (ak.a. The Bicycle Thief) (&

8228

[Mystery] Maltese Falcon, The (a.k.a. Dangerous Female)

Year
1937
1939
1950
1948

1931

imdbId tmdbId Director pred_rating
29583 408.0  [William Cottrell’,'David Hand, 'Wilfred Ja... 5.079277
3381 770.0 [Victor Fleming, 'George Cukor', 'Sam Wood] 4986380
42451 20738.0 ['Vincente Minnelli] 4982868
40522 51560 [wittorio De Sica] 4974082
22111 28257.0 [Roy Del Ruth] 4950868

1. Here pred_rating can be more than 5 as seen for the first movie

2. There is an intersection between this model and the SVM one

3. We see genre of drama and romance are preferred

4. Interestingly there is no similarity in directors, stars and Year meaning
it is heavily weighted on genre for userld 1

16



5

PROJECT PAGE

The Project Page basically consists of all the details of the Movie Recom-
mendation System that we have made.

The Languages used in the construction are: HTML, CSS, Javascript

It mainly consists of the following parts:

1.

We have mentioned our Problem Statement which is basically to imple-
ment a Movie Recommendation System using various Machine Learn-
ing Models.

Next up, we have mentioned an abstract of the Project which gives us
the basic idea.

Then, we have made a section which shows what was our thought
process before the actual implementation process.

Next up, we gave a few plots in order to give the details of the Data
that we were working with.

. We have then given the details of the various models that we used, it

also contains links to go to the webpage containing the detailed de-
scription of the various models and their usage in our system.

. We have also included a image slder which shows various results that

we got on implementing our main website.

. A video for explaning the entire thing is also present.

. We have also mentioned the various sources we used in making this

Project.

Finally, we have the Team Details and the links for the reports.

17



TEAM MEMBERS AND CONTRIBUTIONS

. AMBATI RAHUL REDDY - B22CS088 : Web scraping, pre-
processing data, Models(SVM, Naive Bayes and Random forest) and
final report

. VAIBHAV GUPTA - B22CS058 : Project page, Models(KNN,
Bag of Words and Linear Regression)

. CHERUVU MOHAMMAD FAZIL - B22A1046 : Website, Re-
port generation in website, mid report and colab work

. BISAMALLA ABHINAY - B22AI012 : Github repo Handling,
mid report and video creation

. SAHIL BHARDWAJ - B22EE072 : Website, Report generation
in website and midreport
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